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PY538 – Final Presentation write-up 

Topic: Multiple Linear Regression 

The aim of this presentation was to illustrate the technique of multiple linear regression, its uses and 

some of the critiques of this statistical modelling technique. 

What is multiple linear regression? 

It is an attempt to model the relationship between two or more explanatory variables and a response 

variable by fitting a linear equation to the observed data.  The equation is of the form: 𝑖 = 𝑐 +  𝛽1 

D1  + 𝛽2 D2  + 𝛽3 D3  ….+ ε where 𝑖 is the response variable and all the Dn are the explanatory 

variables. The 𝛽n are the coefficients of regression or the parameters of the regression. The c term is 

the intercept on the response variable axis and is a constant. The ε is the residual term that 

represents the deviations of the observed values from their means which are normally distributed 

with mean 0 and variance ς.  

Most regression packages use the least squares method to obtain the best fitting line. It is calculated 

by minimizing the sum of squares of the vertical deviations from each data point to the line. The 

sum of the residuals themselves must equal zero. 

To learn more about the technique, we shall make use of an example: 

We will plot the income of employees with disabilities. 



 

 

 

 

 

 

 

 

 

 



Regression Output: 

This is the regression output using STATA. Here i stands for the income of an individual and the Dn 

stand for different disabilities. The 𝛽n coefficients can be found in the “Coef.” column. This data 

implies that one can expect a reduction in income by -4902.324 dollars because of the presence of a 

vision difficulty (diffeye variable). One might be (rather should be) surprised to see positive 

coefficients for diffhear and diffcare. Presence of difficulties should not be increasing someone’s 

income. To explain this, we take a look at the subsequent columns on this data table. The ‘t’ and the 

‘p>|t|’ columns are descriptors of hypothesis testing. This technique tests whether the coefficient is 



significant. It sets the null hypothesis to be that the coefficient is equal to zero. The alternative 

hypothesis would of course be 𝛽 =! 0 (not equal to). The t-statistic is the parameter estimate divided 

by its standard deviation. The p>|t| column checks the probability of the calculate t-statistic value 

to be greater than a set value for the t(n-p-1) distribution table, where n is the population figure and 

p the number of variables. If the p value is greater than 0.05 the null hypothesis cannot be rejected. 

In this case, we can see that for most disabilities, the p value is exactly 0. This entails that these 

coefficients have a zero chance of being zero. On the other hand, diffhear and diffcare have quite 

high p values, meaning that the coefficients might as well be insignificant. A look at the confidence 

interval column (last on the right) suggests that we would find, with 95 percent confidence, that the 

actual coefficient value will be within the two extremes. We can see that the values for coefficients 

for diffhear and diffcare can be negative after all as both the minima are negative. 

The overall quality of a regression can be signified by the coefficient of determination R2. This value, 

which is a fraction between 0 and 1, is the square of the correlation between the predicted income 

figures and the actual income figures. The value indicates the extent to which the dependent variable 

is predictable. In this case, the r-squared value of 0.07 is very low, indicating that this model will be 

an abysmal predictor of an individual’s income. This makes sense as presence of disabilities and level 

of education are far from the only predictors of a person’s wages. 

This regression was run only for employees with a college degree, a similar one was run for 

employees with only a high-school degree. The data is given below. 



 

Collinearity: 

A good regression must be checked for collinearity between variables. The tables below show that 

the disability variables are quite unrelated, that is, the presence of one disability has no bearing on 

the presence of another. 

 



 

Heteroscedasticity: 

Heteroscedasticity (also spelled heteroskedasticity) refers to the circumstance in which the variability 

of a variable is unequal across the range of values of a second variable that predicts it. A scatterplot 

of these variables will often create a cone-like shape, as the scatter (or variability) of the dependent 

variable widens or narrows as the value of the independent variable increases. The inverse of 

heteroscedasticity is homoscedasticity, which indicates that a dependent variable's variability is equal 

across values of an independent variable. 

We conduct the Breusch-Pagan test for heteroscedasticity on this data to find out that the regression 

indeed is heteroscedastic. Below is the plot of the residuals. Normally this plot would show a 

distinctive pattern due to the heteroscedastic nature of the variance but in this case since the 

explanatory variable can have only two values (yes or no), the plot shows different y values at only 2 

x values. The residual plots for the rest of the disability variables would be similar. 



 

Conclusion: 

To summarize, multiple linear regression proved to be a good technique to obtain estimates of 

coefficients for the disabilities but was a terrible predictor of income. This is simply due to 

numerous omitted variables that would explain an individual’s income. These could include the 

geographical location, the nature of the college degree, other skills, race, gender etc. The regression 

could also do with more quantitative variables instead of qualitative ones. These measures would 

improve the R2 value of the regression and make it a better model to predict an individual’s income, 

but as it stands it is a reasonably good model to measure the effect of a disability on someone’s 

income. 

My presentation also included a research paper by three Iranian researchers who used multiple linear 

regression to predict the volume in trade by the price of a security. The paper by Gharehchopogh, 

Bonab & Khaze can be found here.1 

1https://www.researchgate.net/publication/262639062_A_Linear_Regression_Approach_to_Prediction_of_Stock_Market_Trading_Volume_A_Case_Study 


