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Abstract. We simulate the ST2 water model for time periods up to 1000 ns, and for four different system sizes, N = 63, 73,
83, and 93. We locate the liquid-liquid phase transition line and its critical point in the supercooled region. Near the liquid-
liquid phase transition line, we observe that the system continuously !ips between the low-density and high-density liquid
phases. We analyze the transition line further by calculating two thermodynamic response functions, the isobaric speci"c
heat capacity CP and the isothermal compressibility KT . We use two different methods: (i) from !uctuations and (ii) with the
relevant thermodynamic derivative. We "nd that, within the accuracy of our simulations, the maxima of two different response
functions occur at the same temperatures. The lines ofCP and KT maxima below the critical pressure approximate the Widom
line which is continuous with the line of "rst-order transitions in the two-phase region where we observe the phase !ipping.
Keywords: water, liquid-liquid critical point, response functions, molecular dynamics
PACS: 61.20.Ja, 61.20.Gy

INTRODUCTION

According to the liquid-liquid critical point (LLCP) hy-
pothesis [1] there exists a second critical point in the
metastable supercooled region of the phase diagram of
liquid water. This LLCP would explain the unusually
steep increase that the thermodynamic response func-
tions display when water is supercooled to temperatures
far below the melting temperature [2, 3, 4, 5, 6, 7, 8, 9],
and a range of dynamical anomalies [10, 11, 12]. It would
be consistent with dynamical anomalies [13, 14, 15, 16,
17] studied in experiments [18, 19, 20] and it would ex-
plain a very low-temperature dynamical crossover ob-
served in water hydrating protein [21, 22]. It would also
clarify the existence of the two distinct amorphous solid
phases LDA and HDA that have been experimentally ob-
served by quenching water to temperatures near 77 K at
different pressures [23, 24, 25]. The LLCP hypothesis
states that at such low temperatures there exist two dif-
ferent liquid phases: (i) a low-density liquid (LDL) that
can vitrify to become low-density amorphous ice (LDA)
as the temperature is lowered further, and (ii) a high-
density liquid (HDL) that can vitrify into high-density
amorphous ice (HDA). Alternative hypotheses and their
relation with the LLCP scenario have been discussed in
Ref. [26].

Although the LLCP hypothesis was introduced over
twenty years ago, and its occurrence in other !uid has

strong experimental evidences (see [27] for a recent re-
view) the existence and location of the critical point and
the associated "rst-order phase transition line for water
are still a subject of hot debate. Even though a large num-
ber of experiments are consistent with the LLCP hypoth-
esis [28, 29, 30, 31], results from simulation are less clear
[32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42]. One reason
for this is that as supercooled water is cooled to lower
and lower temperatures it becomes more and more sus-
ceptible to crystallization, until at the pressure-dependent
homogeneous nucleation temperature TH (e.g., TH "
−38◦C at 1 atm) crystallization occurs too quickly for the
LLCP to be witnessed in most experiments. Crystalliza-
tion is not a problem for computer simulations, however,
as they can explore much smaller time scales.

Heating up the glassy states LDA and HDA leads to
spontaneous crystallization at a temperature TX < TH
(e.g., TX "−123◦C at 1 atm) and therefore the region of
the phase diagram between TH and TX is not accessible
experimentally, even though water can be expected to be
a metastable liquid on a suf"ciently short time scale. This
region, TX < T < TH , is often referred to as the “no man’s
land” of liquid water.
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MODEL

A popular model for simulations of supercooled water is
the ST2 model [43], because it has a relatively large self-
diffusion compared to other water models, which means
it suffers less from the extremely slow dynamics that
occur at the low temperatures of interest here.

Introduced by Stillinger and Rahman in 1974, the ST2
model represents a water molecule by a rigid structure
of "ve particles that is shaped like a tetrahedron. In its
center there is a neutral oxygen atom, surrounded by two
positively charged particles that represent the hydrogen
atoms, and two negative particles that represent the lone
pair electrons. The oxygen atoms interact via a Lennard-
Jones potential, while the charged particles interact with
each other via the Coulomb potential.

In the ST2 model the short-range electrostatics drops
to zero by means of a smoothing function. For the long-
range part of the electrostatic interaction the original
model used a simple cutoff which nowadays is known
to produce artifacts. We therefore use here the more
sophisticated reaction "eld method as described in [44].

PHASE DIAGRAM

We perform 624 molecular dynamics (MD) simulations
at constant pressure and temperature (the NPT ensem-
ble) for times up to 1µs and for four system sizes N = 63,
73, 83, and 93. In all our simulations we use the Berend-
sen barostat and a Nosé-Hoover thermostat, and equi-
librate the system for at least 100 ns before each pro-
duction run. The results are summarized in Fig. 1. We
demonstrate the existence of (i) two supercooled liq-
uids, LDL and HDL, (ii) the liquid-liquid phase transi-
tion (LLPT) line that separates them, and (iii) the LLCP.
In [39] it was estimated that the LLCP is located approx-
imately at TC = 246 K and PC = 208 MPa, indicated in
Fig. 1 as the white area labeled LLCP. Within the purple
region of Fig. 1 we "nd that the system continuously !ips
between the LDL and HDL phase. This phase !ipping is
clearly visible in the NPT ensemble by considering the
evolution of the density (see Fig. 2). Above the critical
pressure PC this coexistence region represents the loca-
tion of the LLPT. However, because of "nite size effects
the !ipping also occurs at pressures below PC, on a line
known as the Widom line [45, 46]. The Widom line is
de"ned as the loci of correlation length maxima, or as
the line where the maxima of different response func-
tions come together as they approach the critical point
[46, 47].

RESPONSE FUNCTIONS

To show the existence of a LLPT line in the thermo-
dynamic limit a detailed "nite-size scaling analysis has
been performed by Kesselring et al. [39] following stan-
dard methods that have been described in previous publi-
cations [48, 49, 50, 51, 52, 53]. Here, we limit the discus-
sion to the case of a "xed "nite size N = 343, for which
several evidences can be given for the occurrence of a
LLPT. One is the !ipping in Fig. 2 between two coex-
isting phases with different densities. As LDL and HDL
have different structures, the LLPT can also be witnessed
by looking at the intermediate scattering function S(k)
or the radial distribution function g(r), which display an
abrupt change at the LLPT line.

A very direct way to look at the LLPT and its asso-
ciated critical point is by considering response functions
such as the constant pressure speci"c heat

CP ≡
(

∂ 〈H〉
∂T

)

P
(1)

and the isothermal compressibility

KT ≡−
1
〈V 〉

(

∂ 〈V 〉
∂P

)

T
. (2)

In Fig. 3a we plot the average enthalpy 〈H〉 for each state
point, and we introduce the following "t

〈H(T )〉= a1 +a2 erf[a3(T −a4)] (3)

where ai with i = 1, . . . ,4 are "tting parameters. The
derivative of this "tting formula results in a Gaussian
approximation to ∂ 〈H〉/∂T , shown in Fig. 3b together
with the centered difference of the original data.

The speci"c heat can also be calculated from enthalpy
!uctuations. In the isothermal-isobaric ensemble a ther-
mostat forces the temperature to remain close to T0, while
a barostat keeps the average pressure near P0. The spe-
ci"c heat is then related to the instantaneous enthalpy
H = Etot +P0V through

kBT 2
0 CP = 〈H2〉−〈H〉2 (4)

where kB is the Boltzmann constant. The result of this
calculation is shown in Fig. 3c together with the CP
calculated via the derivative.

As with the heat capacity, also the isothermal com-
pressibilityKT can be calculated with two different meth-
ods: using its de"nition Eq. (2), or via !uctuations. The
results of each methods are compared in Fig. 3d. The
isothermal compressibility KT is related to volume !uc-
tuations according to

〈V 〉kBT0KT = 〈V 2〉−〈V 〉2 (5)
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FIGURE 1. Overview of the simulations that have been performed, with the symbols indicating the four different system sizes
N = 216, 343, 512, and 729 molecules. The high-T (pink) region exhibits HDL-like states and the low-T (blue) region the LDL-like
states. In the intermediate (purple) region we observe !ipping between HDL-like and LDL-like states. The white region, denoted
LLCP, is our estimate of the location of the liquid-liquid critical point. The purple region for pressures above the LLCP is an
estimate of the liquid-liquid phase transition line, while below the LLCP the purple region encloses the Widom line.
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FIGURE 2. Phase !ipping between the LDL and HDL phases at the coexistence line, at constant P = 215 MPa and T = 244 K
for N = 343 ST2 molecules. The 1000 ns time series shows how frequently the system switches from LDL to HDL states. For the
LDL phase ρ ≈ (0.89±0.01) g/cm3 and for the HDL phase ρ ≈ (1.02±0.03) g/cm3, corresponding to a difference of about 15%
in density.

where 〈V 〉 is the average volume, and T0 the temperature
set by the thermostat. Calculating KT via its de"nition
requires calculating 〈ln(V )〉 as function of P0 and then
taking the derivative. Since we only have simulations for
a few different pressures we do not obtain a very good
estimate for KT via this method.

DISCUSSION AND CONCLUSIONS

The calculations of the response functions with differ-
ent methods produce remarkably similar results for CP.
In particular, the height and location of the speci"c heat
maxima are in excellent agreement for the three methods
adopted here (Fig. 3b,c). This comparison shows that our
MD simulations in the NPT ensemble are well equili-
brated and that the !uctuations are well calculated.

For a "rst-order phase transition, one would expect
the response functions to diverge at the LLCP. Finite
size effects prevent this from occurring. However, the
size we consider here for the calculation of the response
functions (N = 343) is large enough to "nd that the

maxima of both CP and KT fall within the phase !ipping
region of Fig. 1, as shown in Fig. 4.

In conclusion, the response function calculation re-
ported here, together with the "nite-size scaling analysis
of Ref. [39] and the detailed analysis of the characteristic
relaxation times compared to the crystal nucleation times
in the conditions considered here, demonstrate the occur-
rence in the supercooled region of ST2 water, metastable
with respect to the crystal phase, of a genuine LLPT be-
tween two liquid phases, with different densities and with
structures, that differ mainly at the second coordination
shell [54] (see also similar consideration for a different
system in [55]).
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FIGURE 3. Calculation of the response functionsCP and KT near the liquid-liquid critical point of ST2 from our MD simulations
for N = 343. In all the panels curves correspond to different pressures, going from P= 190 MPa (rightmost curve) to P= 240 MPa
(leftmost curve). (a) Average enthalpy vs. temperature for different pressures. Symbols are averages from our MD simulations.
Solid curves indicate "ts to Eq. 3. (b) The constant pressure speci"c heat CP = ∂H/∂T from the derivatives of the "tting curves
in (a) (shown as continuous lines) and from the centered differences of the simulation data points (shown as dashed lines). (c)
The good comparison between CP calculated from enthalpy !uctuations (solid curves) and CP calculated by centered differences
of enthalpy as in panel (b) (dashed curves) shows that our MD simulations are well equilibrated. (d) The comparison between the
isothermal compressibility KT calculated from volume !uctuations (solid curves) and KT calculated via its de"nition Eq. 2 (dashed
curves), shows a lesser quality than the case in panel (c) due to the small number of isobars simulated.
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FIGURE 4. Maxima of the response functions, extracted from Fig. 3c and Fig. 3d and superposed onto the phase diagram of
Fig. 1. This shows that the phase transition line (and the Widom line) indeed coincide with the phase !ipping and the maxima of
the response functions.
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